
Preface
Notes for MTG 5326.0001 Topology II taught at FSU in Spring 2019 by Dr.

Sam Ballas.
In these notes, the notation A Ă X means that A is a subset of X, which

may also refer to being an improper subset and 2X refers to the powerset of X,
which we assume to always exist for any X. C and R, respectively, refer to the
set of complex, respectively real, numbers.

Syllabus

Text: Algebraic Topology, Allen Hatcher
Eligibility: Graduate standing or permission of the instructor.
Course Content: This course will cover basic concepts in point set topology.

It will loosely follow Munkres book
Grading: The grade distribution for this course is as follows:

Homework 40%
Midterms 30%
Final Exam 30%

The following numerical grade will guarantee at least the corresponding let-
ter grade, although depending on the performance of the class the grade cutoffs
may be lower:

A: 90-100; B: 80-89; C: 70-79; D: 60-69; F: 0-59.
Plus or minus grades may be assigned. A grade of I (incomplete) will not be

given to avoid a grade of F or to give additional study time. Failure to process
a course drop will result in a course grade of F.

Exams: There will be a 2 midterm exams and a cumulative final. These
exams will be taken during class. The exam schedule is as follows:

Exam 1: Tuesday, February 19
Exam 2: Tuesday, April 2
Final: Tuesday, April 30 10a-12p
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1 Introduction

Roughly, the main goal of Algebraic Geometry is to add algebraic objects to
topological spaces such that the over-all structure is respected.

In this regard, what we should be looking for is a way to find invariant prop-
erties of topological objects. In case of graphs, which are topological objects, the
Euler characteristic χ “ v ´ e associates a number to each graph. Is this such
an invariant? That is, do homeomorphic graphs have same number of vertices
and edges and, therefore χ? By definition, of course! We refer the reader to
Figure 1. G1, the first graph and G2, the second graph are both homeomorphic
and they share the same Euler Characteristic. However, neither one of them is
homeomorphic to G3 and observe that they don’t share the same χ. However,
in the same figure, we have that two non-ismorphic graphs share the same χ.
Thus, the converse is not true – two non-isomorphic graphs may have same χ.
G4 has the same Euler characteristic as G1 and G2. Thus, not all information
is captured in χ. A similar situation happens in Algebraic Topology.

 

 

(a) G1

 

 

(b) G2

 

 

(c) G3

 

 

(d) G4

Figure 1: Various graphs

What information is the Euler characteristic losing? In other words, what
is the equivalence relation between two graphs which share the same Euler
characteristic? Such an equivalence is called homotopy equivalence. To
define this, we first need to know what a homotopy is.

Definition 1 A homotopy is a continuous map F : pX, τXqˆr0, 1s −! pY, τY q

From here on, all maps will assumed to be continuous.
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Theorem 2 F is a homotopy iff the homotopy is a family of maps ft : pX, τXq −!
pY, τY q indexed by t P r0, 1s

Definition 3 If pA, τAq is a subspace of pX, τXq and there is a homotopy ft :
X −! X such that

1. f0 “ idX ,

2. f1 pXq Ă A and

3. ft “ idA and @t P r0, 1s

Then, ft is said to be a deformation retraction of X onto A. In this
case, A is said to be a deformation retract of X.

Example 4 Let X “ tz P C : |z| ă 2u and A “ tz P C : |z| ď 1u. Define

ft pxq “

#

x if x P A
´

1´ t
´

1
|x|

¯¯

x if x R A

Note that f0 “ idX . By definition, ft “ idA and @t P r0, 1s. Moreover, for t “ 1
and |x| ă 2, we have

1

|x|
ą

1

2
so that 1´

1

|x|
ă 1´

1

2

Thus, the scaling factor is at most 1{2, so that f1 pXq Ă A. We can thus imagine
ft squishing a disc to radius 2 to radius 1.

What this example always suggests is that deformation retracts do not re-
spect openness and closedness of sets and subsets.

Example 5 What is a deformation retraction of Rnz t0u onto the n´ 1 sphere

Sn´1? Since we have Rn, we can work with the Euclidean norm }x}
2
“ x2

1`x
2
2`

...` x2
n for x “ px1, ..., xnq P Rn. In fact, any norm would work since the topo-

logical spaces they generate are equivalent, as shown in Problem 1, Homework
1 last semester. We note that Rnz t0u Ą Sn´1.

Define f : Rnz t0u −! Rnz t0u by

f pxq “
x

}x}

This function is well-defined: Proof. Let x “ y. Then, }x} “ }y} and x
}x} “

y
}y}

so that f pxq “ f pyq
Now define F : Rnz t0uˆr0, 1s −! Rnz t0u by F px, tq “ tf pxq`p1´ tqx. F

is well-defined since multiplication and subtraction are well-defined in Rnz t0u.
Denote F px, tq “ ft pxq. Then, f0 pxq “ p0q pf pxqq ` p1´ 0qx “ x so that

3



f0 “ idRnzt0u. Furthermore, F px, 1q “ f pxq for x P Rnz t0u so that f pxq P Sn´1

by definition of f pxq and thus f1 pRnz t0uq Ă Sn´1. Finally, for a P Sn´1,

ft paq “ tf paq ` p1´ tq a “ t
a

}a}
` a´ ta

Note that }a} “ 1 so that

t
a

}a}
` a´ ta “ ta` a´ ta “ a

An even weaker notion of a deformation retract is what’s called a retraction:

Definition 6 If pA, τAq is a subspace of pX, τXq and r : X −! A is a map such
that r|A “ idA, then r is a retraction.

In lieu of r|A “ idA, we can equivalently say that r ˝ i “ idA, where i :
A ã−! X is the inclusion map.

If ft : pX, τXq −! pX, τXq is a deformation retraction, then f1 : pX, τXq −!
pA, τAq is a retraction. The converse is not true, because of the notion of “time”
in a deformation retraction. Consider any topological space pX, τXq and let
a P X and now let A “ tau. Then, the (only!) function r : pX, τXq −! pA, τAq
defined by r pxq “ a is a retraction but not a deformation: suppose that r “ ft
for some ft : X −! A so we must have f0pxq “ x, f1pxq “ a and ftpaq “ a for
each t. That is, we have a homotopy from idX to the constant map r. Thus, the
only way a retraction r is a deformation retract is when we have a homotopy
from idX to r.

Let pX, τq be a topological space and I “ r0, 1s. Then, a continuous function
f : I −! X is a path. For each y P X, define a path γy : r0, 1s −! X by
γy ptq “ ft pyq. This is a path drawn by a fixed point in X. This path starts at
y since f0 pyq “ y and ends at a since f1 pyq “ a. In other words, we have just
proved that if X deformation retracts to a point, then X is a path connected.

Definition 7 A space pX, τXq is contractible if X deformation retracts onto
a point.

The point does not matter: as in the above proof, the choice a P X was
arbitrary.

Problem 8 Show that if X is contractible, A Ă X and r : pX, τXq −! pA, τAq
is a retraction, then A is also contractible.

Solution 9 Let X be contractible to a point s0 P X. Then, there exists a func-
tion F : Xˆr0, 1s −! X such that F px, 0q “ x, F px, 1q P ts0u and F ps0, tq “ s0

@t P r0, 1s Since r : X −! A is a retraction, then r|A “ idA. That is,
r pi paqq “ a where i : A ã−! X is the inclusion map. Define G : Aˆr0, 1s −! A
by G pa, tq “ F pr pi paqq , tq. This function is well-defined
Proof. Let pa1, t1q “ pa2, t2q. Then, a1 “ a2 and t1 “ t2 so that and so
r pi pa1qq “ r pi pa2qq and F pr pi pa1qq , t1q “ F pr pi pa2qq , t2q
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Then, G pa, 0q “ F pr pi paqq , 0q “ a, G pa, 1q “ F pr pi paqq , 1q “ s0 and
G pa, tq “ F pr pi paqq , tq “ s0 so that G is a deformation retraction to the point
s0.

Definition 10 Let pX, τXq and pY, τY q be topological spaces, A Ă X and ft :
X −! Y be a homotopy. Then, ft is a homotopy relative to A (rel A) if
ft|A “ f0|A “ f1|A for all t.

In this case, the notation is f0 »A f1 and that ft paq “ f1 paq “ f0 paq for all
a P A. This is a useful notation in, for example, fixed end-points: let X “ r0, 1s
and Y be any topological space. Let A “ t0, 1u. This homotopy has fixed “end
points”. The usual definition of a homotopy is usually relative to A “ ∅. Thus,
if ft is a homotopy such that f0 “ g and f1 “ h, then it is not ambiguous to
say that g » h.

Proposition 11 Let pX, τXq and pY, τY q be topological spaces and f, f 1 : pX, τXq −!
pY, τY q and g, g1 : pY, τY q −! pZ, τZq be continuous maps. If f » f 1 and g » g1,
then g ˝ f » g1 ˝ f 1.

Proof. Let F : pX, τXq ˆ r0, 1s −! pY, τY q be a homotopy between f, f 1

and G : pY, τY q ˆ r0, 1s −! pZ, τZq be a homotopy between g, g1. Define
a map H : X ˆ r0, 1s −! Z by H “ G pF px, tq , tq. Clearly, H is con-
tinuous. Moreover, H px, 0q “ G pF px, 0q , 0q “ G pf pxq , 0q “ g pf pxqq and
H px, 1q “ G pF px, 1q , 1q “ G pf 1 pxq , 1q “ g1 pf 1 pxqq. Thus, H is a homotopy
between g ˝ f and g1 ˝ f 1.

Thus, we can compose maps while respecting homotopies.
With these definitions in hand, we can now talk about homotopy equivalence,

a weaker notion of homeomorphism.

Definition 12 Let pX, τXq and pY, τY q be topological spaces. Then, pX, τXq
and pY, τY q are homotopy equivalent, denoted as pX, τXq » pY, τY q, if there
are maps f : X −! Y and g : Y −! X so that g ˝ f is homotopic to idX and
f ˝ g is homotopic to idY .

That is, g ˝ f » idX and f ˝ g » idY . In this case, the spaces X and Y
are also said to be homotopic and the context should shed away any cause of
confusion.

If X and Y are homeomorphic and f is the homeomorphism between them,
then g “ f´1 satisfies the above requirements. Thus, homeomorphism is a
notion stronger than homotopy equivlence.

This is an equivalence relation.
Proof. Let pX, τXq , pY, τY q and pZ, τZq be topological spaces. Consider a
continuous function idX : pX, τXq −! pX, τXq. With the constant homotopy
ft pxq “ x for all t, we can say that f0 “ idX whereas f1 “ id´1

X . Thus,
idX ˝ id

´1
X » idX so that X » X.

If pX, τXq » pY, τY q, then there are maps f : X −! Y , g : Y −! X so
that g ˝ f » idX and f ˝ g » idY . That is, there are maps g : Y −! X and
f : X −! Y so that f ˝ g » idY and g ˝ f » idX . Thus, pY, τY q » pX, τXq.
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If pX, τXq » pY, τY q and pY, τY q » pZ, τZq, then we are guaranteed the
existence of continuous maps D continuous f1 : pX, τXq −! pY, τY q, D continuous
g1 : pY, τY q −! pX, τXq such that f1 ˝ g1 » idY and g1 ˝ f1 » idX and D
continuous f2 : pY, τY q −! pZ, τZq, D continuous g2 : pZ, τZq −! pY, τY q such
that f2 ˝ g2 » idZ and g2 ˝ f2 » idY . Define f : pX, τXq −! pZ, τZq by
f :“ f2 ˝ f1 and g : pZ, τZq −! pX, τXq by g “ g1 ˝ g2. f and g are well-defined
since f1, f2, g1 and g2 are well-defined and because the composition of functions
is well-defined. Also, f and g are continuous since the compostion of functions
is continuous. Finally, f ˝ g “ pf2 ˝ f1q ˝ pg1 ˝ g2q

“ f2 ˝ pf1 ˝ g1q ˝ g2

» f2 ˝ idY ˝ g2 by Proposition 11
“ f2 ˝ g2

» idZ
Similarly, g ˝ f “ pg1 ˝ g2q ˝ pf2 ˝ f1q

“ g1 ˝ pg2 ˝ f2q ˝ f1

» g1 ˝ idY ˝ f1

“ g1 ˝ f1

» idX
Thus, pX, τXq » pZ, τZq
A contractible space is a space that is homotopy equivalent to a point:

in one direction, we have the deformation retraction r : X −! tau and on the
other i : tau ã−! X. Then, the maps are homotopic to the respective identities:
by definiton, r ˝ i “ idtau so that, in particular, r ˝ i » idtau. Conversely,
i ˝ r » idX follows from the fact that r is itself a homotopy rel A from idX to
a retraction from X to A. This is because (2) and (3) in Definition 3.

We now go back to G1 and G4 in Figure 1. Smash the line in G4 to a
point by bringing the vertices together. Then, G1 is a retract of G4. Call this
operation f . Conversely, think of the right circle of G1. Take two points on the
right circle and form a chord. Shrink the cord down by bringing its end points
together. We now have three (distorted) circles joined together. and glue the
arcs that form between these joined end points and the origin vertex of the
graph. Call this complete operation g. These deformations make G1 and G4

homotopy equivalent because doing g first on G1 and then applying f gives us
G1 back. That is, f ˝ g “ idG1

. Similarly, g ˝ f “ idG4
.

Theorem 13 If G1 and G2 are two finite graphs, then G1 and G2 are homotopy
equivalent iff their Euler characteristics are the same.

In the example above, we collapsed an edge with distinct end points and get
a homotopy equivalent graph with the same Euler characteristic. If we think
about it, this is essentially what happens whenever we get a homotopy. If we
keep on repeating this step, we will ultimately get a single vertex with k petals
(something like G3). Thus, every graph is homotopy equivalent to a rose Gk
with k petals. That is, if Gk is a rose with k petals, then χ pGkq “ 1´ k. Thus,
we need to show that Gk is homotopy equivalent to Gl iff k “ l. The proof of
this fact will have to wait for now.
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Note that the labelling in Figure 1 does not correspond to the definition of
a graph Gk with k petals, except G3 in Figure 1c.

2 CW Complexes

Before they’re defined, let us look at examples: graphs! They are an example
of 1-dimensional CW Complexes. Another class of examples are surfaces, built
using a gluing construction. We will have a look at surfaces in more detail in
later sections. For now, we simply focus on CW Complexes.

An n-cell is interior of an n-disc Dn “ tx : |x| ď 1u Ă Rn. The boundary of
Dn, BDn, is Sn´1 “ tx : |x| “ 1u Ă Rn. That is, the boundary of an n-cell is an
n´ 1 sphere. Thus, the empty set is a ´1 sphere. A straight line is a 1-cell. A
0 sphere is just two dots, which are on the “end” of a straight line, a 1-cell. A 0
cell, D0, is simply the set 0. A square, which is a graph, is a collection of cells.
The vertices are 0-cells, the edges are 1-cells whereas the area is a 2-cell. CW
Complexes are formed by n-dimensional cells. A square is thus a CW complex
with four 0-cells, four 1-cells and one 2-cell.

What is the CW composition of a torus? A torus can be obtained by gluing
a square: join opposite sides together to get a cylinder and then glue the edges
of the cylinder to get a torus. This is a genus 1 surface. Informally, a genus is
the number of handles of a surface.

This is not the only possible shape we can get with a square. We can glue
each side of the square up to get a sphere, as well. To get yet another different
surface, we can start with an octagon. These can be joined together to get a
torus with two holes, a genus 2 surface. The labels of the octagon in Figure 2
correspond to sides which need to be glued. The inverse indicates reverse order
of gluing sides (also indicated by arrows).

 

𝑎 

𝑎−1 

𝑏 

𝑏−1  

𝑐  

𝑐−1  

𝑑  
𝑑−1  

𝑏 

𝑐 

𝑑 

Figure 2: Gluing construction for a 2-genus surface from an octogen

The recipe for a CW Complex is as follows:

1. Start with a discrete set, X0, called the 0-skeleton, which basically means
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a set with the discrete topology. A lot of times, this will be finite but this
is not necessary.

2. Assume we have defined the n´ 1 skeleton Xn´1.

3. Let tDn
αuαPA be a collection of n-cells. Define an attaching map ϕα :

Sn´1 “ BDn
α −! Xn where Xn is defined as

Xn´1 \ tDn
αuαPA

x „ ϕα pxq
@x P BDn

α

In 3, the denominator implies that we are considering x the same as ϕα pxq
and then obtaining the quotient topology. Thus, we can equivalently say that
for each α and for each x P X, the following diagram commutes

BDn
α Xn

Dn
α

Xn´1
\Dnα

x„ϕαpxq

ϕα

i

In the example Figure 3, X0 “ t1, 2, 3u and the 1-cells are a, b, c, d. Call
the indexing set A “ tα, β, γ, δu. Then, D1

α “ a, D1
β “ b, D1

γ “ c and D1
δ “ d

such that BD1
α “ t1, 2u, BD1

β “ t2, 3u, BD1
γ “ t1, 3u and BD1

δ “ t3u. Then,

ϕα : S0 “ t1, 2u −! X0 is as follows: ϕα p1q “ 1 and ϕα p2q “ 2 whereas
ϕβ p2q “ 2 and ϕβ p3q “ 3 (is this right?)

 

 

1 2 

3 

a 

b c 

d 

Figure 3: Graph as a complex

To get a 1-dimensional CW Complex S1, consider the interval r0, 1s “ a.
Then, a 1 cell a, a straight line and two 0-cells 0, 1 can be attached by a
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constant map ϕ p1q “ ϕ p0q to get a circle. We can get a “usual” sphere in R3,
the 2-sphere S2, as a 2-cell by first constructing the 1-dimensional CW Complex
S1 and then identifying each points of S1 with a 2-cell D2. Alternatively, we
can just as well start with a 2-cell D2 and a 0-cell a. And then identify all of
BD2 to the 0-cell a by a constant map. We thus get a S2 with a on “top” of it.
In general, to get the n-sphere, all we need is the 0-skeleton X0 “ tau and an
n-cell. The process described above would then have empty i-skeletons Xi “ H

for 1 ď i ď n´ 1 whereas

Xn “
Dn

a „ ϕ pBDnq

A projective space is also an example of a CW-Complex. The real projective
n-space Rnp , or more popularly RPn, is the set of lines through the origin in
Rn`1. That is, RPn is formed by taking the quotient of Rn`1z t0u under the
equivalence relation x „ λx for all real numbers λ ‰ 0. Since we can always
rescale λ to unity, the quotient is then over x „ ´x, antipodal points. Thus,
the real projective space is then the quotient of lines with end-points of each
line identified.

R0
p is the set of all lines in R1 which pass through the origin with ´8 „ 8.

There is only one such line so that RP 1 “ tRu. This is a singleton and thus a
0-cell. Therefore, R0

p is a CW-Complex.
R1
p is interesting. The set of all lines passing through the origin in a plane

basically give us a single line itself because we can identify the slope of each line
with a real number. With the end-points identified, we get a circle. Note that
identifying antipodal points on (the boundary of) a circle makes no difference to

the circle. That is, S1 » S1

x„´x . R2
p is a filled sphere with end-points identified.

In general, Rnp » Dn

x„´x where x P BDn.
What are the subobjects of a CW-Complex? A subcomplex A of a CW

Complex X is a closed subspace A Ă X that is a union of cells. A CW subcom-
plex is itself a CW Complex. A pair pX,Aq consisting of a CW Complex and a
subcomplex A is called a CW pair. For example, a k-skeleton of a CW com-
plex is a subcomplex. Thus, lower dimensional Rp’s are subcomplexes of higher
dimensional Rp’s. A more interesting class of examples are spheres. Depending
on the construction, you can find trivial or non-trivial CW subcomplexes.

3 Fundamental Group

Recall that for two finite graphs G1 and G2, we have still left Theorem 13
hanging: G1 and G2 are homotopy equivalent iff their Euler characteristics are
the same. That is, χ pG1q “ χ pG2q. One direction of the proof was partially
done (without many details?) To get the forward direction, we will apply what’s
called the fundamental group. This is a topological tool. The rough idea is that
a fundamental group sees how many loops there are in a space. What the
fundamental group does is takes a topological space as input and gives a group.
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If two spaces are homotopic, then the groups are isomorphic. In cat speak, it is
a functor from the category of topological spaces to the category of groups.

Two paths f0, f1 : r0, 1s −! X have same end points if f0 p0q “ f1 p0q “ x0

and f0 p1q “ f1 p1q “ x1. Two paths are homotopic (rel x0, x1), denoted by
f0 »tx0,x1u f1, if there is a homotopy from F : r0, 1s ˆ r0, 1s −! X such that
(a) F p0, tq “ x0 (b) F p1, tq “ x1 (c) F ps, 0q “ f0 psq and (d) F ps, 1q “ f1 psq
(see Figure 6)

 

𝑥0 

𝑥1 
𝑓0 

𝑓1 

0 1 

1 

Figure 4: Homotopy of paths

For example, let X “ Rn with the usual topology and let x0, x1 P Rn be two
points with paths f0, f1 between x0 and x1. Consider F : r0, 1s ˆ r0, 1s −! Rn,
given by F ps, tq “ p1´ tq f0 psq`f1 psq. To decrypt this, consider again Figure 6.
In this case, we have two paths with fixed end points. We start off with one
path and wriggle it out to the other. This wriggling corresponds to adding two
paths together by varying the weight (i.e., contribution) of each path.

This is so useful that it deserves its own theorem:

Theorem 14 If X Ă Rn is a convex subset and x0, x1 P X and f0, f1 are paths
in X between x0 and x1, then f0 »tx0,x1u f1 inside X.

Proof. Since X is convex, for a fixed s, F ps, tq “ p1´ tq f0 psq`f1 psq is always
in X. Note that F p0, tq is a straight line between f0 p0q and f1 p0q for each s.
That is, a straight line between x0 and x0 if s “ 0 and a straight line between
x1 and x1 if s “ 1. F ps, tq is therefore a path for each t in X. Note that F ps, tq
is a homotopy between f0 and f1.

Thus, convex spaces do not have a very interesting homotopy structure.
The notation, f0 »tx0,x1u f1, suggests that being homotopic is an equivalence

relation. This is indeed true. In what follows, the set tx0, x1u in the subscript
of » will be dropped.

Lemma 15 Let X be a topological space and let x0, x1 be points in X. Then,
the relationship of being homotopic is an equivalence relation.
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(a) Hypothesis
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(b) Conclusion

Figure 5: Transitive property of homotopy equivalence

Proof. Reflexive: let f0 be a path from x0 to x1. The homotopy F ps, tq “ f0 psq
is constant in t. Thus, f0 » f0. Note that F p0, tq “ f0 p0q “ x0, F p1, tq “
f0 p1q “ x1 and F ps, 0q “ f0 psq “ F ps, 1q.

Symmetry: if f0 and f1 be a paths from x0 to x1 and f0 » f1. Then, DF :
r0, 1s ˆ r0, 1s −! X such that F ps, 0q “ f0 psq, F ps, 1q “ f1 psq, F p0, tq “ x0

and F p1, tq “ x1. Define H : r0, 1sˆr0, 1s −! X given by H ps, tq “ F ps, 1´ tq.
Then, H ps, 0q “ f1 psq, H ps, 1q “ f0 psq, H p0, tq “ x1 and H p1, tq “ x0 so that
f1 » f0.

Transitive: suppose that f0 » f1 with end points x0 and x1 and f1 » f2

with end points x0 and x1. Then, D homotopies F : r0, 1s ˆ r0, 1s −! X and
G : r0, 1s ˆ r0, 1s −! X such that F ps, 0q “ f0 psq, F ps, 1q “ f1 psq “ G ps, 0q,
F p0, tq “ x0 “ G p0, tq, F p1, tq “ x1 “ G p1, tq and G ps, 1q “ f2 psq. Define

H ps, tq “

"

F ps, 2tq if 0 ď t ď 1
2

G ps, 2t´ 1q if 1
2 ď t ď 1

Then, H ps, 0q “ F ps, 0q “ f0 psq, H ps, 1q “ G ps, 1q “ f2 psq, H p0, tq “
F p0, 2tq “ x0 if 0 ď t ď 1

2 and H p0, tq “ G p0, 2t´ 1q “ x0if 1
2 ď t ď 1

whereas H p1, tq “ F p1, 2tq “ x1 if 0 ď t ď 1
2 and H p1, tq “ G p1, 2t´ 1q “ x1

if 1
2 ď t ď 1. For a visual representation, see Figure 5.
This suggests that we can also concatenate homotopies horizontally. There

is an interesting method: let x0, x1, x2 P X and let f be a path from x0 to x1

and g be a path from x1 to x2. Define f.g : r0, 1s −! X by

pf.gq psq “

"

f p2sq if 0 ď s ď 1
2

g p2s´ 1q if 1
2 ď s ď 1

Then, f.g is a path from x0 to x1. Clearly, pf.gq p0q “ f p0q “ x0 and pf.gq p1q “
g p1q “ x2. At s “ 1

2 , we have f p1q “ g p0q “ x1. Notice that x0, x1, x2 do not
have to be distinct. We could have loops around the point, like petals.

Lemma 16 If f0 and f1 are homotopic paths between x0 and x1, g0 and g1 are
homotopic paths between x1 and x2, then f0.g0 is homotopic to f1.g1. Moreover,
f1.g0 » f0.g1

11



Proof. Let F : r0, 1s ˆ r0, 1s −! X be the homotopy between f0 and f1 and
G : r0, 1s ˆ r0, 1s −! X be the homotopy between g0 and g1. Define H ps, tq “
pft.gtq psq.

H ps, tq “ pft.gtq psq “

"

ft p2sq if 0 ď s ď 1
2

gt p2s´ 1q if 1
2 ď s ď 1

If f0 is a path between x0 and x1 and g0 is path between x1 and x2, then we
have that H ps, 0q “ f0.g0 is path between x0 and x2. Similarly for H ps, 1q “
f1.g1. Also, H p0, tq “ ft p0q “ x0 and H p1, tq “ gt p1q “ x2. Thus, H is the
required homotopy. For f1.g0 » f0.g1, we can have H 1 ps, tq “ pf1´t.gtq psq.
Then, H ps, 0q “ f1.g0 and H ps, 1q “ f0.g1 and H p0, tq “ f1´t p0q “ x0 and
H p1, tq “ gt p1q “ x2.

This lemma shows that we can define concatenation on homotopy classes: if
rf s and rgs are homotopy classes in which the terminal of rf s is the initial of
rgs, then we can have rf s . rgs “ rf.gs.

And now, we can say what a fundamental group actually is. Let x0 P X,
where X is a topological space. Then, the fundamental group of X based at
x0 is π1 pX,x0q “ trf s : f is a path from x0 to x0u “ trf s : f is a loop based on x0u

with binary operation of concatenation (as above). This is a group.
Proof. It is clear that concatenation is a binary operation. To prove asso-
ciativity, suppose rf s , rgs , rhs P π1 pX,x0q. We essentially need to prove that
rf s . prgs . rhsq » prf s . rgsq . rhs. For the left side, the time scale of the represen-
tative f would be half whereas that for g, h would both be a quarter. Let its
path be P1. For the right side, the time scale of h would be half whereas that
for f, g would both be a quarter. Let its path be P2. Define φ : r0, 1s −! r0, 1s
by

φ psq “

$

&

%

2s 0 ď s ď 1
4

s` 1
4

1
4 ď s ď 1

2
1
2s`

1
2

1
2 ď s ď 1

Then, P2 psq “ P1 pφ psqq. Now define φt psq “ p1´ tq s ` tφ psq. Note that
φ0 psq “ idI whereas φ1 psq “ φ psq. And now, we can define H ps, tq “
P1 pφt psqq. Then, H ps, 0q “ P1 pφ0 psqq “ P1 psq, H ps, 1q “ P1 pφ1 psqq “
P1 pφ psqq “ P2 psq and H p0, tq “ P1 pφt p0qq “ P1 ptφ p0qq “ P1 p0q “ x0 and
H p1, tq “ P1 pφt p1qq “ P1 p1´ t` tφ p1qq “ P1 p1´ t` tq “ P1 p1q “ x1.

Thus, the binary operation is associative. The identity for this group is
e : r0, 1s −! X is the constant map e pxq “ x0 for all x. To show this, let f be
a loop based at x0. We need to show that e.f » f and f.e » f .

If e.f is a path P1 and f is a path P2, then time interval for P1 can be split
by half, each for e and f and, as we deform to f , the half reserved for f becomes
a full unit interval. Let φ : r0, 1s −! r0, 1s be defined by

φ psq “

"

0 if 0 ď s ď 1
2

2s´ 1 if 1
2 ď s ď 1

Then, P1 psq “ P2 pφ psqq. Define φt psq “ p1´ tq s ` tφ psq and then use this
to define homotopy H : r0, 1s ˆ r0, 1s −! X by H ps, tq “ P2 pφt psqq. Then,
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H ps, 0q “ P2 pφ0 psqq “ P2 psq, H ps, 1q “ P2 pφ1 psqq “ P2 pφ psqq “ P1 psq
and H p0, tq “ P2 pφt p0qq “ P2 ptφ p0qq “ P2 p0q “ x0 whereas H p1, tq “
P2 pφt p1qq “ P2 p1´ t` tφ p1qq “ P2 p1´ t` tq “ P2 p1q “ x0.

To show that f.e » f , let P1 be the path for the right side (with the interval
divided into two, one half reserved for f and other for e) and P2 be the path
for the right side. Let φ : r0, 1s −! r0, 1s be defined by

φ psq “

"

2s if 0 ď s ď 1
2

1 if 1
2 ď s ď 1

Then, P1 psq “ P2 pφ psqq. Now, define φt psq “ p1´ tq s ` tφ psq and then use
this to define homotopy H : I ˆ I −! X by H ps, tq “ P2 pφt psqq. Then,
H ps, 0q “ P2 pφ0 psqq “ P2 psq, H ps, 1q “ P2 pφ1 psqq “ P2 pφ psqq “ P1 psq
and H p0, tq “ P2 pφt p0qq “ P2 ptφ p0qq “ P2 p0q “ x0 whereas H p1, tq “
P2 pφt p1qq “ P2 p1´ t` tφ p1qq “ P2 p1q “ x0

Every element f in π1 pX,x0q has an inverse g. That is, @f, Dg : rf s . rgs
“ res “ rgs . rf s. That is, f.g » e » g.f . Here is how we construct it: define
g psq “ f p1´ sq. For f.g, this actually moves the point x0 along f from the end
towards somewhere in the middle s0 and then reverses direction. This happens
for each s0 P r0, 1s. For g.f , the directions are reversed but the idea is the same.
In both cases, we might be moving x0 along f in one direction or another but
we end up with a path that is homotopic to the constant function e. For this,
use the homotopy

H ps, tq “ pft.gtq psq “

"

ft p2sq if 0 ď s ď 1
2

gt p2s´ 1q if 1
2 ď s ď 1

where ft : r0, 1s −! X is loop based at x0 such that

ft psq “

"

f psq if 0 ď s ď 1´ t
g psq if 1´ t ď s ď 1

and gt psq “ f p1´ tq for all s. Then, H p0, tq “ ft p0q “ f p0q “ x0 if 0 ď s ď
1´ t and “ gt p1q “ f p1´ tq “ x1 if 1´ t ď s ď 1. H p1, tq “ gt p1q “ f p1´ tq,
H ps, 0q “ pf0.g0q psq “ f0 psq “ f psq and H ps, 1q “ pf1.g1q psq “ g psq “
f p1´ tq if 0 ď s ď 1

2 and, again, g1 p2s´ 1q “ f p1´ tq if 1
2 ď s ď 1

The 1 in the subscript reminds us that we can view I as S1 (because we’re
forcing end-points to agree). This can be generalised to Sn.

Example 17 Let X “ Rk and let x0 P X. We’ve seen that, for any two points
in X, any path between these two points are homotopic. Thus, π1

`

Rk, x0

˘

“

tresu.

For path connected spaces, there is an interesting result which assures us
that the choice of base point is invariant

Theorem 18 If X is path connected and x0, x1 are points in X, then π1 pX,x0q »

π1 pX,x1q. That is, the fundamental groups are isomorphic.

13



Proof. The proof is interesting because it is constructive, not done by contra-
diction.

Let f P π1 pX,x1q. Then, rhs . rf s . rhs
´1

P π1 pX,x0q where h is a path
between x0 and x1. Same argument as the inverses in the proof for group above
applies, except that over there, we could have said that the intersection point
is x0, which did not matter.

Denote rhs
´1
“

“

h̄
‰

and define βh : π1 pX,x1q −! π1 pX,x0q by βh prf sq “
“

h.f.h̄
‰

. To show that this function is well-defined, we need to show that f »
f 1 ùñ h.f.h̄ » h.f 1.h̄. Since h̄ » h̄, f » f 1 and h » h and concatenation
respects homotopy, so the function is well-defined.

To show that it is a homomorphism, note that βh prf.gsq “
“

h.f.g.h̄
‰

“
“

h.f.h̄.h.g.h̄
‰

“
“

h.f.h̄
‰

.
“

h.g.h̄
‰

“ βh pfqβh pgq.
βh̄ : π1 pX,x0q −! π1 pX,x1q is the inverse homomorphism.
In usual literature, a space pX, τq is said to be simply connected if it is path

connected and if any two paths are homotopic. With what we have, we can
rephrase this definition as follows:

Definition 19 If a space pX, τq is path connected and for some x0 P X, π1 pX,x0q “

tresu » 1, then X is said to be simply connected.

That is, instead of saying “for some”, we can say “for any”.
Recall that if a space is path connected, then it is connected. However,

if the space X was disconnected, let pU, V q be a separation of X. Then, in
particular, X is not path connected. Without loss of generality, we can assume
that U is a connected component containing x0 and will, therefore, contain
a path connected component. From what we have seen above, π1 pX,x0q “

π1 pU Y V, x0q » π1 pU, x0q. Thus, such groups only see the path component
containing x0.

Theorem 20 If X is path connected, then X is simply connected if and only if
there is a unique homotopy class of paths between any pair of points.

Proof. Let x0, x1 P X and X be simply connected. Then, in particular, it
is path connected and so, π1 pX,x0q » tresu » π1 pX,x1q. Let f and g be
paths from x0 to x1 and let e0 (respectively, e1) be the constant path starting
at x0 (respectively, x1). Note that f.g´1 » e0 and that g.g´1 » e1. Then,
f » f.e1 » f.

`

g´1.g
˘

»
`

f.g´1
˘

.g » e0.g » g.
Conversely, let x0 P X, then if there is any homotopy class of paths between

any two points, then if f is a loop based at x0, then f » e so π1 pX,x0q » tresu.

3.1 Fundamental group of S1

Our first big theorem says that π1

`

S1
˘

» Z. Notice the absence of the base-
point. This is because S1 is path connected.

14



3.1.1 Foray into Covering Spaces

The approach will be by first embedding S1 in R2. We can conveniently choose
any point in S1, as seen in R2, so we can let x0 “ p1, 0q. Now, consider a
loop w : r0, 1s −! S1, defined by w psq “ pcos 2πs, sin 2πsq. We will use this
to prove that π1

`

S1, x0

˘

“ xwy. That is, if n P Z, then rws
n
“ rwns where

wn “ pcos 2nπs, sin 2nπsq. To accomplish this, we need to show that (a) if
γ : r0, 1s −! S1 is a loop based at x0, then γ » wn for some n P Z. That
is, rws is a generator for π1

`

S1, x0

˘

and (b) to show that the order of w is
infinite, we will show that if wn » wm, then m “ n. Thus, we can show that
ϕ : Z −! π1

`

S1, x0

˘

, defined by n 7−! rws
n
, is an isomorphism.

In order to do (a) and (b), we need to define p : R −! S1 by p psq “
pcos 2nπs, sin 2nπsq. This map is an instance of what’s called a covering space.

Definition 21 Let pX, τq be a topological space. A covering space of X is

a topological space rX and a map p : rX −! X such that, @x P X, there is a
neighborhood V containing x such that p´1 pV q is a disjoint union of open sets,
each of which is mapped homeomorphically by p to V .

V is an evenly covered neighborhood. The map p is usually called the
covering projection, or sometimes the covering map.

Lemma 22 (Homotopy Lifting Lemma) Let p : rX −! X be a covering

map. Suppose that there are maps F : Y ˆ r0, 1s −! X and rF : Y ˆt0u −! rX,
so that

p ˝ rF
ˇ

ˇ

ˇ

Yˆt0u
“ F |Yˆt0u

Then there is a unique extended map rF : Y ˆ r0, 1s −! rX, lifting F (such that

p ˝ rF “ F )

In other words, given a homotopy and a lift at the left end point, there is a
unique lift of F that extends to rF . The following diagram depicts the situation:

Y rX

Y ˆ r0, 1s X

rF

Yˆt0u p

F

rF

Proof. We first claim that for each y0 P Y , there is a neighborhoodN containing
y0 on which we can build a lift of F . In other words, there is a map rF :
N ˆ r0, 1s −! rX so that p ˝ rF “ F |Nˆr0,1s.

To prove this, for each t P r0, 1s, we can pick an evenly covered neighborhood
Ut of F py0, tq P X. By continuity, there is a product neighborhood Ntˆpat, btq
where Nt is an open subset of Y and pat, btq is an open subset of r0, 1s such that
F pNt ˆ pat, btqq Ă Ut. By compactness, ty0u ˆ r0, 1s can be covered by finitely
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many neighborhoods of this type and so, we can choose a single (connected)
neighborhood N Ă Y such that y0 P N and a finite partition 0 “ t0 ă t1 ă ... ă
tn “ 1 so that F pN ˆ rti, ti`1sq Ă Ui.

 

𝑌 

𝐼 

(𝑦0, 𝑡) 

𝐹 

𝐹(𝑦0, 1) 

𝐹(𝑦0, 0) 

𝐹(𝑦0, 𝑡) 

𝑋 

�̃� 

  
𝑈0̃ 

�̃�(𝑦0, 0) 

𝑝 

𝑈1  

𝑈0 

𝑈𝑡  

Figure 6: Choice of Nt

Now, we will lift by building rf : Nˆr0, 1s −! rX by induction. Let rU0 be the

component of p´1 pUoq that contains rF py0, 0q. This set is a homeomorphic copy

of U0. For py, tq P N ˆr0, t1s, we can define rF py, tq “ p´1
ˇ

ˇ

U0
pF py, tqq. Assume

that we have defined rF on N ˆ r0, tis. We know that F pN ˆ rti, ti`1sq Ă Ui.

Let rUi be the lift of Ui that contains rF py0, tiq. Define for py, tq P N ˆ rti, ti`1s,

let rF py, tq “ p´1
ˇ

ˇ

Ui
pF py, tqq

Thus, for each y0 P Y , there is a neighborhood N of y0 on which we can
build rF : N ˆ r0, 1s −! rX by rF py, tq “ p´1 pF py, tqq

We now need to show that this lifting in unique. That is, if y0 P Y and
rFi : r0, 1s −! rX, so that

p
´

rFi ptq
¯

“ F py0, tq

for i “ 1, 2 and F2 p0q “ F1 p0q, then rF1 “ rF2.
We can again use the standard compactness argument. As before, pick

0 “ t0 ă t1 ă ... ă tn “ 1 so that F pty0u ˆ rti, ti`1sq Ă Ui (evenly covered

neighborhood). Since rt0, t1s is connected, rFi prt0, t1sq must be contained in a

single lift (connected images under continuous maps are connected) rU0 of U0.

Since rF1 p0q “ rF2 p0q, it follows that rU0 is independent of i. Since the projection

p is injective on rU0 and p rF1 “ p rF2, it follows that

rF1

ˇ

ˇ

ˇ

rt0,t1s
“ rF2

ˇ

ˇ

ˇ

rt0,t1s
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Now, we repeat the argument on each component of the partition of t. As-
sume by induction that

rF1

ˇ

ˇ

ˇ

rt0,tis
“ rF2

ˇ

ˇ

ˇ

rt0,tis

Since the interval rti, ti`1s is connected, there is a unique lift rUi of Ui so that

Fi prti, t`1sq Ă rUi. p is injective on rUi and p rF1 “ p rF2 and so

rF1

ˇ

ˇ

ˇ

rt0,ti`1s
“ rF2

ˇ

ˇ

ˇ

rt0,ti`1s

And we’re done with uniqueness. The next claim is as follows: if N1, N2 Ă Y are
open sets and we can build lifts rF1 : N1ˆr0, 1s −! rX and rF2 : N2ˆr0, 1s −! rX

of F1, then we can build a lift rF : pN1 YN2q ˆ r0, 1s −! rX. To see this, let

rF py, tq “

#

rF1 py, tq if y P N1

rF2 py, tq if y P N2

This function is continuous on the union, provided that we can prove the func-
tion is well-defined on the intersection N1 X N2. If the intersection is dis-
joint, there is nothing to check. If it isn’t, we use the previous result: let
y P N1 X N2. By construction, rF1 py, 0q “ rF2 py, 0q and by previous part of

this proof, rF1 py, tq “ rF2 py, tq for all t, so rF is well-defined on the intersection.

In summary, for each y P Y , we can find Ny Q y and a lift rF : Nyˆr0, 1s −!
rX. By the previous claim, we can assemble Fy into F : Y ˆ r0, 1s −! rX by

F pz, tq “ Fy pz, tq if z P Ny. Now, if rF1 and rF2 are both lifts of F , then by

uniqueness, rF1 “ rF2, since they agree on sets of the form ty0u ˆ r0, 1s.

Theorem 23 Let p : rX −! X be a covering space. Then,

1. @ paths f : r0, 1s −! X starting at x0 and for each rx0 P p
´1 px0q, there is

a unique lift rf : r0, 1s −! rX starting at rx0. In other words, all paths can
be lifted uniquely

2. For each homotopy of paths (homotopy rel. to end points) F : r0, 1s ˆ
r0, 1s −! X starting at x0 and for each rx0 P p

´1 px0q, there is a unique

lift rF : r0, 1s ˆ r0, 1s −! rX starting at rx0

Proof. The proof is a direct consequence of the Homotopy Lifting Lemma.
For 1, use Y “ tptu and the fact that tptu ˆ r0, 1s » r0, 1s. For 2, let Y “ r0, 1s

and by 1, there is a unique lift F : rY ˆt0u −! rX starting at rx0. By Homotopy

Lifting Lemma, we can uniquely extend rF to Y ˆr0, 1s. Since F is a homotopy

of paths, F p0, tq is constant and so, rF , the lifted extension, maps rF p0, tq to rx0.

Now, to prove the fact that the fundamental group of S1 is Z, first, note
that R is a covering space for S1 via the map p : R −! S1 defined by p pxq “
pcos 2πx, sin 2πxq.
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Proof. Let U be an interval in S1. That is, we can have 2kπ`θ1 ă x ă 2kπ`θ
for k P Z. For each k, 2kπ ` θ1 ă x ă 2kπ ` θ is disjoint from k1.

With this knowledge, we need to ask ourselves whether there is a map rf :
X −! R so that p ˝ rf “ f . By the way, if such map exists, then we say that
rf is the lift of f with respect to p. Since we have wn : r0, 1s −! S1 and
p : R −! S1, we can have rwn psq “ ns. Then, p ˝ rwn psq “ p pnsq “ wn psq. In
fact, even rwn psq “ ns` k works for any k.

Now, we need to show that if γ : r0, 1s −! S1 is a loop based at x0, then
γ » wn for some n P Z. This will show that rws is a generator for π1

`

S1, x0

˘

Proof. Let f : r0, 1s −! S1 be a loop at x0. Then, by 1 of Theorem 23, there

is a lift rf : r0, 1s −! rX starting at 0 and so rf p1q “ n for some n P Z because rf
is a loop. We do know that all paths in R with same end points are homotopic.
Thus, rf is homotopic (rel. end points) to the path rwn which starts at 0 and

ends at n. So, there is a homotopy rF : r0, 1s ˆ r0, 1s −! R from rf to rwn and so

F “ p ˝ rF is a homotopy between f and wn.
And now, we show that the order of w is infinite. We do this by showing

that if wn » wm, then m “ n.
Proof. Let F : r0, 1s ˆ r0, 1s −! S1 be homotopy between wn and wm. Then,

by 2 of Theorem 23, we can lift F to rF : r0, 1sˆ r0, 1s −! R starting at 0. By

uniqueness of 1 of Theorem 23, rf0 “ rF ps, 0q “ rwn . Similarly, rf1 “ rf ps, 1q “
rwm. Since F is a homotopy, it is continuous and Z Ă R is discrete, it follows
that rF p1, tq is constant and rF p1, 0q “ n and rF p1, 1q “ m, thus m “ n.

Theorem 24 We now prove that π1 pS
nq for n ě 2 is trivial.

Proof. Note that Snz txu is homotopy equivalent to Rn for any point x P Sn.
To see this, we can imagine pulling S2z txu from where x is and then stretching
the remainder of S2 flat out. This would cover entire R2. Arguments works for
a general n. Since Rn is simply-connected, this implies that Snz txu is simply-
connected. So if we show that any loop f in Sn is homotopic to some loop g in
Snz txu, then f will be nullhomotopic since g is in a simply-connected space.

To show f » g for some g, consider some point x P Sn that is not the
basepoint of f . Let N be a neighborhood of x. Since f is continuous, f´1 pNq
is open in the relative topology r0, 1s. Since f´1 pNq is open, we can pick
intervals pai, biq such that each f pai, biq is pathconnected in N and with BN “

tf paiq , f pbiqu and

f´1 pNq “
ď

iPI

pai, biq

for some indexing set I. Since f is continuous and txu is compact in N , f´1 ptxuq
is compact in f´1 pNq. Thus, there is a finite subcover of f´1 ptxuq such that

f´1 ptxuq “
n
ď

k“1

pai, biq

Let fi : rai, bis −! N be the path segment of f corresponding to rai, bis and
let gi : rai, bis −! tf paiq , f pbiqu be the path segment of f corresponding to
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rai, bis. By construction, fi » gi with gi pxq “ f pxq on Int
`

N
˘

. Form the path
g by replacing all the fi with gi in f , and note that f » g and g does not cross
x on Int

`

N
˘

.

3.1.2 Applications

What can we prove with the machinery we have so far? The fundamental
theorem of algebra!

Theorem 25 Every non-constant polynomial has a root in C.

The idea of the proof as is follows: the function z 7−! zn takes the complex
plane and covers it around n-times. This is called the complex covering. If there
was a polynomial with no roots, then the covering of the unit circle would get
reduced to a trivial loop, a contradiction.
Proof. Let p pzq be a non-constant, monic polynomial p pzq “ zn ` a1z

n´1 `

...` an, for n ě 1 with no roots. Since p has no roots, we can define, for r ě 0,
let

fr psq “
p
`

re2πis
˘

{p prq

|p pre2πisq {p prq|

This function pays attention to what the polynomial does on the circle of
radius r. This is a homotopy of loops in S1 based at 1. When r “ 0,
we get the constant loop f0 psq “ 1 so for any R, rfR psqs “ 0 P π1

`

S1
˘

.
For now, let R “ max p|a1| ` |a2| ` ...` |an| , 1q. Then, if |z| “ R, then
R ě 1 and so

ˇ

ˇzn´1
ˇ

ˇ ě
ˇ

ˇzn´2
ˇ

ˇ. Thus, |zn| ě p|a1| ` |a2| ` ...` |an|q
ˇ

ˇzn´1
ˇ

ˇ ě

|a1|
ˇ

ˇzn´1
ˇ

ˇ` |a2|
ˇ

ˇzn´2
ˇ

ˇ` ...` |an| ě
ˇ

ˇa1z
n´1 ` a2z

n´2 ` ...` an
ˇ

ˇ. Let Pt psq “

zn ` t
`

a1z
n´1 ` a2z

n´2 ` ...` an
˘

. Then, Pt pzq has no roots on the circle
|z| “ R for 0 ď t ď 1. Replacing p with Pt in fR psq, we get

fR,t psq “
Pt

`

Re2πis
˘

{Pt pRq

|Pt pRe2πisq {Pt pRq|

This is a homotopy of loops. Note that fR,1 psq “ fR psq and

fR,0 psq “
rne2πnis{rn

|rne2πnis{rn|
“ pcos 2πns, sin 2πnsq “ wn psq

so 0 » fR » wn so n “ 0. That is, the polynomial is constant, a contradiction.

We can also prove Brower’s Fixed Point Theorem.

Theorem 26 If f : D2 −! D2 is continuous, then there is a point x P D2 such
that f pxq “ x.

Proof. Let h : D2 −! D2 be a continuous map with no fixed points. We can
construct a function r : D2 −! S1 defined by connecting h pxq and x on the
boundary of D2. That is, there is a unique t ą 0 such that |p1´ tqh pxq ` tx| “
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1. Let r pxq “ p1´ tqh pxq`tx. By implicit function theorem, r pxq is continuous
and so, if x P S1, then r pxq “ x. Since BD2 “ S1, r is a retraction. But there
cannot be any retraction from D2 to S1: suppose that f0 is a loop in S1. If f0

is a loop in D2, then there is a homotopy ft between f0 and a constant loop so
that gt “ r ˝ ft is a homotopy between r ˝ f0 “ f0 and a constant loop in S1.
Thus, rf0s “ 0 P π1

`

S1
˘

, a contradiction.
For the next theorem, imagine S2 embedded in R3. Antipodes are then

diametrically opposite points.

Theorem 27 (Borsak-Ulam) Let n “ 2. Then, for every continuous map
f : Sn −! Rn, D a pair of antipodes x,´x so that f pxq “ f p´xq

Proof. Assume that for every continuous map f : S2 −! R2, f pxq “ f p´xq
@x P S2. Then, define g : S2 −! S1 by

g pxq “
f pxq ´ f p´xq

|f pxq ´ f p´xq|

and then define a loop η : r0, 1s −! S2, given by η psq “ pcos 2πs, sin 2πs, 0q, a
loop which goes on the equator of S2. η is nullhomotopic since π1

`

S2
˘

» tresu.
We can now define another loop h : r0, 1s −! S1 defined as g ˝ η. Since η is
nullhomopotic, h is also nullhomotopic. Note that

g p´xq “
f p´xq ´ f pxq

|f pxq ´ f p´xq|
“ ´

f pxq ´ f p´xq

|f pxq ´ f p´xq|
“ ´g pxq

so that g is an odd function. Moreover, η
`

s` 1
2

˘

“ pcos p2πs` πq , sin p2πs` πq , 0q
“ pcos 2πs cosπ ´ sin 2πs sinπ, sin 2πs cosπ ` sinπ cos 2πs, 0q
“ p´ cos 2πs,´ sin 2πs, 0q “ ´η psq and that h

`

s` 1
2

˘

“ g
`

η
`

s` 1
2

˘˘

“

g p´η psqq “ ´g pη psqq “ ´h psq. Now, lift the loop h to R: let rh be the lift of h

that starts at 0. Then, rh
`

s` 1
2

˘

“ rh psq ` qs
2 where qs is an odd integer. This

integer may depend on s but the mapping s 7−! qs is continuous and hence
constant. Let qs “ q. How far apart are rh p0q and rh p1q? Put s “ 1

2 to get
rh p1q “ rh

`

1
2

˘

`
q
2 “

rh p0q ` q
2 `

q
2 “

rh p0q ` q, so h » wq, but q is odd and so,
h “ 0. That is, the loop is simultaneously homotopic to the constant path and
not.

In fact, the Borsak-Ulam theorem is true for any dimension. Thus, there are
always opposite points on the earth where temperature and pressure are both
the same.

Alternatively, we can equivalently say that every continuous f : S2 −! R2

is non-injective. This is without reference to embedding.
Imagine a tangent plane on the sphere with orthogonal lines projecting to

the sphere. Then, we can always find antipodal points.

Corollary 28 There is no embedding from S2 to R2
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A cool application of this is that if Sn can be decomposed into n` 1 closed
subsets, then at least one of them contains a pair of antipodes.
Proof. Let A1, A2 and A3 be closed sets. Define di : S2 −! R by di pxq “
d px,Aiq, the distance between x and Ai. This is a continuous function. Now set
f : S2 −! R2 f “ pd1, d2q. f is a continuous function so that there are antipodes
x0 and ´x0 so that f pxq “ f p´xq. That is, they d px0, Aiq “ d p´x0, Aiq for
i “ 1, 2. If di px0q “ 0 for i “ 1, 2, then x0 and ´x0 are in Ai. If d1 px0q “ 0 “
d2 px0q, so x0,´x0 R A1, A2 so that x0,´x0 P A3.

4 The Functor

We won’t enter in to the details of the functor which produces the fundamental
group but we will test waters by specifically seeing products and morphisms in
topological spaces and their corresponding fundamental groups.

4.1 Products

Here’s a start:

Theorem 29 If X and Y are path connected topological spaces, then the fun-
damental group π1 pX ˆT op Y, px0, y0qq » π1 pX,x0q ˆGrp π1 pY, y0q

Proof. Recall that for f : Z −! XˆY , we can have f “ pg, hq with g : Z −! X
and h : Z −! Y and that f is continuous iff g and h are continuous. This tells
us that each loop f based at a point px0, y0q is equivalent to loops g in X
based at x0 and h in Y based at y0. The same is true for homotopies: each
homotopy ft : Z −! X ˆ Y is equivalent to a pair of homotopies ft “ pgt, htq
with gt : Z −! X and ht : Z −! Y . Now, we can define a homomorphism
φ : π1 pX ˆT op Y, px0, y0qq −! π pX,x0q ˆGrp π pY, y0q by φ prf sq “ prgs , rhsq.
This is a bijection, clearly, provided that the function is well-defined.

It is well-defined: let f0 » f1 (paths in XˆY ) and let ft : r0, 1s −! XˆY be
the corresponding homotopy. Then, we can have f0 “ pg0, h0q and f1 “ pg1, h1q.
By the second part of the reasoning above, there are homotopies gt : r0, 1s −! X
(between g0 and g1) and ht : r0, 1s −! Y (between h0 and h1). That is,
pg0, h0q » pg1, h1q.

Now, to show that φ is a homomorphism, notice that if f0 “ pg0, h0q and
f1 “ pg1, h1q, then f0.f1 “ pg0.g1, h0.h1q so that φ prf0s . rf1sq “ φ prf0.f1sq

“ prg0.g1s , rh0.h1sq “ prg0s , rh0sq ˚ prg1s , rh1sq “ φ prf0sq ˚ φ prf1sq, where ˚
is natural binary operation on π pX,x0q ˆGrp π pY, y0q.

An important example is as follows: the example of a manifold, the tori. The
n-torus, Tn :“ S1ˆS1ˆ ...ˆS1 (n copies). Then, π1

`

S1 ˆ S1 ˆ ...ˆ S1
˘

» Zn.
To clarify, imagine the usual torus, T 2. Any pair of integers then tells us how
many times one needs to go about both circles, which make up T 2. The trefoil
knot is a p3, 2q curve on the torus (see Figure 7).

21



Figure 7: Image taken from stackexchange

4.2 Induced Homomorphisms

The idea is that continuous maps between topological spaces induce a homo-
morphism between their corresponding fundamental groups.

Let X and Y be topological spaces with base points x0 and y0. Let ϕ :
X −! Y be continuous with ϕ px0q “ y0. We can denote this as continuous
map between pointed topological spaces ϕ : pX,x0q −! pY, y0q. Now, if rf s P
π1 pX,x0q, then rϕ ˝ f s P π1 pY, y0q. ϕ ˝ f is called a pushforward of f . This
actually gives us a homomorphism ϕ˚ between the corresponding fundamental
groups, defined by ϕ˚ prf sq “ rϕ ˝ f s, where ϕ˚ : π1 pX,x0q −! π1 pY, y0q. This
function is well-defined homomorphism.
Proof. To show that ϕ˚ is well-defined, let rf0s , rf1s P π1 pX,x0q with rf0s “

rf1s. Then, f0 » f1. Let ft be a homotopy between f0 and f1. That is,
ft psq : X ˆr0, 1s −! X is continuous map. Since ϕ is continuous, then ϕ ˝ ft is
continuous as the composition of continuous maps is continuous. Furthermore,
ϕ ˝ ft is clearly a homotopy between ϕ ˝ f0 and ϕ ˝ f1.

Let rf s , rgs P π1 pX,x0q. Concatenate their push-forwards (why?):

ϕ ˝ pf.gq “ pϕ ˝ fq . pϕ ˝ gq “

"

ϕ ˝ f p2sq if 0 ď s ď 1
2

ϕ ˝ g p2s´ 1q if 1
2 ď s ď 1

so that ϕ˚ prf s . rgsq “ ϕ˚ prf.gsq “ rϕ ˝ pf.gqs “ rpϕ ˝ fq . pϕ ˝ gqs
“ rpϕ ˝ fqs . rpϕ ˝ gqs “ ϕ˚ prf sq .ϕ˚ prgsq

Lemma 30 If id : pX, τXq −! pX, τXq is the identity homeomorphism, then
ϕ˚ : π1 pX,x0q −! π1 pX,x0q is the identity homomorphism. Furthermore, if
ϕ : X −! Y and ψ : Y −! Z are two continuous maps with ϕ px0q “ y0 and
ψ py0q “ z0 and ϕ˚ : π1 pX,x0q −! π1 pY, y0q and ψ˚ : π1 pY, y0q −! π1 pZ, z0q

the induced homomorphisms, then the induced homomorphism pψ ˝ ϕq˚ of ψ ˝ϕ
is equal to ψ˚ ˝ ϕ˚. That is, pψ ˝ ϕq˚ “ ψ˚ ˝ ϕ˚

Proof. The first is easy to see: ϕ˚ prf sq :“ ridX ˝ f s “ rf s.
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For the second, let rf s P π1 pX,x0q. Then, pψ ˝ ϕq˚ prf sq “ rpψ ˝ ϕq ˝ f s “
rψ ˝ pϕ ˝ fqs “ ψ˚ prϕ ˝ f sq “ ψ˚ ˝ ϕ˚ prf sq for all rf s.

That is, π1 induces a covariant functor from the category of pointed topo-
logical spaces to the category of groups. A corollary of this is that π1 is home-
omorphism invariant.

Corollary 31 If ϕ : pX, τXq −! pY, τY q is a homeomorphism, then ϕ˚ :
π1 pX,x0q −! π1 pY, y0q is an isomorphism

Proof. It suffices to prove that
`

ϕ´1
˘

˚
“ pϕ˚q

´1
:

`

ϕ ˝ ϕ´1
˘

˚
“ ϕ˚ ˝

`

ϕ´1
˘

˚
“ id˚ “

`

ϕ´1
˘

˚
˝ ϕ˚ “

`

ϕ´1 ˝ ϕ
˘

˚

How are these related to retractions? The following theorem provides an an-
swer. Recall that if pX, τXq is a topological space and A Ă X, then a retraction
from X to A is a map r : pX, τXq −! pA, τAq such that r ˝ i “ idA.

Theorem 32 If pX, τXq retracts onto a subspace pA, τAq, then i˚ : π1 pA, x0q −!
π1 pX,x0q is an injection homomorphism. If pX, τXq deformation retracts onto
pA, τAq, then i˚ is an isomorphism.

Proof. Let r : pX, τXq −! pA, τAq be our retraction. Then, r ˝ i “ idA and so,
r˚ ˝ i˚ “ pidAq˚. Thus, i˚ is an injection.

If pX, τXq deformation retracts to pA, τAq, then there is a homotopy rt :
pX, τXq −! pX, τXq such that r0 “ idX , r1 is a retraction onto pA, τAq and
rt|A “ idA @t. Let f : r0, 1s −! X be a loop based at x0 P A. Then, r1 ˝ f is a
loop in A based at x0 that is homotopic to f by rt˝f because r0˝f “ idX˝f “ f .
It follows that i˚ prr1 ˝ f sq “ rr1 ˝ f s “ rf s. So, i˚ is surjective.

What is the group theoretic analog of a retraction? It’s a projection: let
H ď G and p : G −! H such that p|H “ idH (i.e. p2 “ p), so p is surjective
and hence we get the a split short exact sequence

tresu −! K “ ker p ã−! G
p
Ý! âH −! tresu

where H » G{K. In other words, G » K¸H, the semidirect product of K and
H. If H is normal, then G » K ˆH.

This also tells us that there is no retraction r : D2 −! S1 because π1

`

D2
˘

“

tresu, π1

`

S1
˘

“ Z and there is no injection from i˚ : π1

`

S1
˘

−! π1

`

D2
˘

.
The invariance of the fundamental groups also follows from homotopy equiv-

alence. That is, if f : pX, τXq −! pY, τY q is a homotopy equivalence, then
f˚ : π1 pX,x0q −! π1 pY, y0q is an isomorphism.

The idea of the proof is simple but there is one detail which needs considera-
tion: since we know that we have a g : pY, τY q −! pX, τXq such that f ˝g » idY
and g ˝ f » idX , we might be tempted to use g˚ : π1 pY, y0q −! π1 pX,x0q.

However, note that π1 pX,x0q
f˚
−! π1 pY, f px0qq

g˚
−! π1 pX, gf px0qq, so we have

a base point issue. Simply put, homotopic maps always don’t induce the same
homomorphism. We can get around this by building a path between the two
base points.
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Definition 33 Let ht : pX,x0q −! pY, y0q be a homotopy of maps. If ht px0q “

y0@t, then ht is said to be base-point preserving.

Proposition 34 Let ht : pX, τXq −! pY, τY q be a base-point preserving homo-
topy. Then, ph0q˚ “ ph1q˚.

Proof. ph0q˚ prf sq “ rh0 ˝ f s “ rh1 ˝ f s “ ph1q˚ prf sq. Since this holds
@ rf s P π1 pX,x0q, we are done (where do we use the fact that ht is base-point
preserving?)

Lemma 35 Let ϕt : pX, τXq −! pY, τY q be a homotopy and h : r0, 1s −!
pY, τY q be a path, given by h psq “ ϕs px0q. Then, βh ˝ pϕ1q˚ “ pϕ0q˚ i.e. the
following diagram commutes:

π1pY, ϕ1px0qq

π1pX,x0q

π1pY, ϕ0px0qq

βh

ϕ1˚

ϕ0˚

Proof.

 

𝜑0(𝑥0) 

𝜑𝑡(𝑥0) 

𝜑1(𝑥0) 

𝜑1𝑓 

𝜑𝑡𝑓 

𝜑0𝑓 

Figure 8: Loops gt based at ϕt px0q

Let ht psq “ h pstq. This traces
the path h but in timescale r0, ts. Let
f be a loop in X based at x0. Then,
gt “ ht. pϕt ˝ fq .ht is a loop based at
ϕ0 px0q homotopic to ϕ0 ˝ f . This is
shown in Figure 8. As t varies, each
loop ht. pϕt ˝ fq .ht moves and is then
based at ϕt px0q.

If t “ 1, then h1. pϕ1 ˝ fq .h1 »

ϕ0 ˝ f . Using this, we arrive at βh ˝
pϕ1q˚ prf sq
“ βh prϕ1 ˝ f sq
“ βh prϕ0 ˝ f sq
“
“

ht ˝ pϕt ˝ fq ˝ ht
‰

“ rϕ0 ˝ f s
“
`

pϕ0q˚

˘

prf sq.

Theorem 36 If f : pX, τXq −! pY, τY q is a homotopy equivalence, then f˚ :
π1 pX,x0q −! π1 pY, y0q is an isomorphism.

Proof. π1 pX,x0q
f˚
−! π1 pY, f px0qq

g˚
−! π1 pX, gf px0qq

f 1˚
−! π1 pY, g pf pf px0qqqq,

where we have f 1˚ different from f˚ because the domains are different. Since
g ˝ f » idX , so by the above lemma, there is a path h such that g˚ ˝ f˚ “
βh ˝ pidXq˚ “ βh, so g˚ ˝ f˚ is an isomorphism. Hence g˚ ˝ f˚ is a bijection and
so, f˚ is injective and g˚ is surjective. Similarly, f˚ ˝ g˚ is also an isomorphism
and so, g˚ is also injective and f˚ is surjective.

24



5 Van Kampen’s Theorems

And now, we will explore a tool to compute fundamental groups. The idea is to
compute π1 pXq by breaking X into simpler spaces, then use these fundamental
groups to compute π1 pXq.

As an alternative to Theorem 24, here is a precurosor: if n ě 2, then
π1 pS

nq “ tresu. This is because an n-sphere can be built by taking two n-discs
and gluing them along their boundary, i.e. Sn´1 and because every path γ in
Sn can be decomposed (up to homotopy) as a product γ1.γ2.....γn » γ, where
each γi is in one of the disks.

Recall free products: assume that we have two groups G and H and we want
a group Γ which contains both G and H. We could get away with Γ “ GˆH
but then we’d have G ď CΓ pHq and, conversely, H ď CΓ pGq, so we’re adding
relations we might not need. This is where the free product comes.

Let tAαuαPC be a collection of path connected (open) topological spaces.
Let

x0 P
č

αPC

Aα

For each α P C, we have

iα : Aα ã−! X “
ď

αPC

Aα

and an induced map piαq˚ : π1 pAα, x0q ã−! π1 pX,x0q. By the universal prop-
erties of free products, we get

Φ : ˚
αPC

π1 pAα, x0q −! π1 pX,x0q .

Theorem 37 (VKT-1) If tAαuαPC is a collection of open, path connected sets,
each containing a point x0 and let

X “
ď

αPC

Aα

If for each α, β P C, AαXAβ is path connected (assuming that the empty set is
path connected), then

Φ : ˚
αPC

π1 pAα, x0q −! π1 pX,x0q .

is a surjection.

Proof. Let γ : r0, 1s −! X be a loop in X based at x0. Our idea will be
find γ1, γ2, ..., γk so that γi is a loop in Aαi . These assumptions will essen-
tially help us conclude that each loop γ in X based at x0 decomposes up to
homotopy as γ1.γ2.....γk where each γi Ă Aαi . That is, γ » γ1.γ2.....γk so that
Φ prγ1s . rγ2s ..... rγksq “ rγs, which can help us with the proof.

Let Cα “ γ´1 pAαq, then tCαuαPC is a cover of I. By Lebesgue Number
Lemma, there is a partition of I, 0 “ t0 ă t1 ă ... ă tn “ 1 so that γ prti, ti`1sq Ă
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𝑥0 = 𝛾(0) = 𝛾(1) 

 

𝐴0 

 

𝐴1 

 

𝛾(𝑡0) 

 

𝛾(𝑡1) 

 

𝑔1 

 

𝑔0 

 
Figure 9: Decomposition of loops

Aαi for some αi P C (see Figure 9). Let γi “ γ prti, ti`1sq. By hypothesis,
Aαi X Aαi`1 is path connected and so, there is a path gi from x0 to γi pti`1q.

Then, γ »
`

γ0g
´1
0

˘ `

g0γ1g
´1
1

˘

... pgn´2γn´1q where γ0g
´1
0 P Aα0

, g0γ1g
´1
1 P Aα1

and gn´2γn´1 P Aαn´1
.

Going back to Sn for n ě 2, we again show that π1 pS
nq » tresu in light

of VKT-1: for two open, path connected pieces A1 and A2 of Sn, A1 X A2 »

Sn´1ˆR so that Φ : π1 pA1, x0q ˚π1 pA2, x0q −! π1 pS
n, x0q gives us a surjection

of two trivial groups.
Another consequence of VKT-1 is that, if n ‰ 2, then Rn is not homeomor-

phic to R2. This is called the invariance of domain.
Proof. If n “ 1, look at past homework. For n ą 2, if ϕ : R2 −! Rn is
a homeomorphism. Then, R2z t0u » Rnz tϕ p0qu. Since R2z t0u » S1 ˆ R.
The latter is an infinite cylinder. To visualize this, imagine pushing from the
punctured point outward towards a unit circle and then rotating each point
outside this unit circle continuously. This, therefore, tells us that, in general,
Rnz t0u » Sn´1 ˆ R. But π1

`

S1 ˆ R
˘

» Z and π1

`

Sn´1 ˆ R
˘

» π1

`

Sn´1
˘

ˆ

π1 pRq » tresu since n ě 3, a contradiction.
From the first isomorphism theorem, we have

π1 pX,x0q » ˚
αPC

π1 pAα, x0q { ker Φ

What is the kernel? That comes from van Kampen’s Second Theorem, VKT-2.
Before we look into the statement of the theorem and the proof, we look at an
example.
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Consider a genus 2 torus. Split it into two open, path connected sets Aα
and Aβ , as shown in Figure 10.

            𝐴𝛽 

𝐴𝛼 

𝑤 

Figure 10: Decomposition of genus 2 torus

Note that, for α, β, Aα X Aβ is path connected and that we have inclusion
maps iαβ : Aα X Aβ ã−! Aα and iβα : Aα X Aβ ã−! Aβ for free. With these,
we get corresponding inclusion induced homomorphisms

π1 pAα XAβ , x0q π1 pAα, x0q π1 pX,x0q

π1 pAβ , x0q

piβαq˚

piαβq˚ piαq˚

piβq˚

and the diagram commutes. Let w P π1 pAα XAβ , x0q. Since iα ˝ iαβ “

iβ ˝ iβα, we must have iαiαβ pwq “ iβiβα pwq and so iαiαβ pwq piβiβα pwqq
´1
“

e. Let τ “ iαβ pwq piβα pwqq
´1

. Then, Φ pτq “ iαiαβ pwq iβ

´

piβα pwqq
´1

¯

“

iα piαβ pwqq iβ

´

piβα pwqq
´1

¯

“ e and so τ P ker Φ (see Figure 11). Note that in

each set, the loops are trivial but not in the free product.
This gives us a group

N “

A

iα piαβ pwqq iβ

´

piβα pwqq
´1

¯

: α, β P C,w P π1 pAα XAβ , x0q

E

Ă ker Φ

Theorem 38 (VKT-2) If tAαuαPC is a collection of open, path connected sets,
each containing a point x0 and let

X “
ď

αPC

Aα
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            𝑖𝛼𝛽(𝑤) 

(a) Aα

            

𝑖𝛽𝛼(𝑤) 

(b) Aβ (inverse here?)

Figure 11: Decomposed parts and corresponding paths

If for each α, β, γ P C, AαXAγXAβ is path connected (assuming that the empty
set is path connected), then

Φ : ˚
αPC

π1 pAα, x0q −! π1 pX,x0q

is a surjection with kernel

N “

A

piαβ pwqq piβα pwqq
´1

: α, β P C,w P π1 pAα XAβ , x0q

E

The trick here is to use iα : π1 pAα, x0q ã−! π1 pX,x0q.
Proof. If rf s P π1 pX,x0q, then a factorization of rf s is a product rf1s rf2s ... rfns
where fi is a loop in some Aαi based at x0 and rfis P π1 pAαi , x0q and f »
f1.f2....fn. This can be thought of as a road way to get surjection. Since the map
Φ is not necessarily injective, we may have many factorizations corresponding
to different loops. To remedy this, we can give an equivalence relation: two
factorizations of rf s will be called equivalent if they differ by a sequence of the
following

1. If rfis , rfi`1s P π1 pAαi , x0q, then we can replace with rfi.fi`1s

2. If rfis P Aα X Aβ is a loop, then regard rf s as an element of π1 pAα, x0q

instead of π1 pAβ , x0q (this isn’t allowed in free products of groups in
general)

Such an equivalence relation doesn’t change the elements of

˚π1 pAα, x0q

N

To show this, let rfis P π1 pAα XAβ , x0q. Let rfαi s “ iαβ prfisq P π1 pAαi , x0q

and
”

fβi

ı

“ iβα prfisq P π1 pAβi , x0q. Then, rf1s rf2s ... rfis rfi`1s ... rfns

“ rf1s rf2s ...
”

fβi

ı

rfαi s
´1
rfαi s rfi`1s ... rfns
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“ rf1s rf2s ...
´”

fβi

ı

rfαi s
´1

¯

rfαi s rfi`1s ... rfns

“ rf1s rf2s ... res rf
α
i s rfi`1s ... rfns

“ rf1s rf2s ... rf
α
i s rfi`1s ... rfns

The goal is then to show that all the factorizations of rf s are equivalent.
This is equivalent to showing that

rΦ :

ˆ

˚
αPC

π1 pAα, x0q

˙

{N −! π1 pX,x0q

is an isomorphism.
Suppose that rf1s ... rfks and rf 11s ... rf

1
l s are factorizations of rf s P π1 pX,x0q.

Then, f1.f2....fk » f 11.f
1
2....f

1
l . Let F : r0, 1s ˆ r0, 1s −! X be homotopies

between them. By compactness, choose partitions 0 “ s0 ă s1 ă ... ă sm “ 1
and 0 “ t0 ă t1 ă ... ă tn “ 1 compatible with the factorizations so that
F prsi´1, sis ˆ rtj´1, tjsq “ Rij Ă Aαij . Each intersection might will be in four
boxes, then! Perturb one grid (see Figure 12).

 

1 2 3 

… 

vertices 

𝛾1  

𝛾2  

Figure 12: Perturbation of vertices

Number the bricks. Now, one point lives in at most three bricks. Call one
corner of a brick a vertex. Let γi be the path which separates the first i bricks
from the rest. Observe that we can get a factorization for F |γr by picking
paths in the appropriate intersections from the images of vertices back to the
basepoint. Thus, going from γ0 to γ1 changes the path but doesn’t change the
homotopy class of the first piece of the factorization because it is happening in
same piece Ai.

5.1 Wedge Sums

Another useful tool is called the wedge sum. Let tpXα, pαquαPC be a collection of
pointed topological spaces. Let

Ž

αPC

Xα be the quotient obtained by identifying

all pα to a single point p. If tpXα, pαquαPC are loops, then we get G|C|, a rose

with |C| petals. Using this, we can compute π1

ˆ

Ž

αPC

Xα, p

˙

. Suppose that

for each pα P Xα, there is a neighborhood Uα of pα in Xα that deformation

retracts to pα. Then, π1

ˆ

Ž

αPC

Xα, p

˙

» ˚
αPC

π1 pXα, pαq. In this case, Xα is a

deformation retract of Xα

Ž

β “α

Uβ “ Aα (say). Note that the intersection of two
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or more Aα is
Ž

αPC

Uα, and hence contractible. This gives us the isomorphism

Φ : ˚
αPC

π1 pXα, pαq −! π1

ˆ

Ž

αPC

Xα, p

˙

.

In short, we have just proved that π1

ˆ

Ž

αPC

S1

˙

» ˚
αPC

Z and gotten rid of

the promised Euler characteristic.

Theorem 39 Let pXα, pαq be a collection of path connected topological spaces.

If each pα has a contractible neighborhood Uα, then π1

ˆ

Ž

αPC

pXα, pαq

˙

» ˚
αPC

π1 pXα, pαq

Proof. Let Aα “ Xα

Ž

α“β

Uβ . This is path connected and satisfy VKT-2. Then,

we get the surjection Φ : ˚
αPC

π1 pXα, pαq −! π1

ˆ

Ž

αPC

Xα, p

˙

where ker Φ is

trivial.
Another example: consider a square with all vertices connected (i.e. a square

with two diagonals). Compute the maximal tree. Label the un-traversed edges
e1, e2, e3 and traversed path T . Shrink it down to a point. Take an ε neigh-
borhood of T Y ei. Deformation retract to T Y ei. This is a circle (see picture)
The fundamental group of these guys is Z. Note: T Y ei intersected over i de-
formation retracts to T so fundamental group of the intersection of these guys
is trivial and so, fundamental group of the graph is Z3

Another graph. The theta graph G (looks like a rotated, squashed theta).
It’s the above but with one edge removed. Again, we get same T but this time,
only e1 and e2. Label two three vertices a, b, c and let Xa “ Gz tau, Xb “ Gz tbu
and Xc “ Gz tcu. These are path connected as is the intersection of any two of
them but intersection of all three isn’t. Note that π1 pXiq » Z and π1 pXi XXjq

for i “ j is trivial because the intersection is contractible. This also contradicts
VKT-2 because if we did get the surjection Φ : π1 pXaq ˚ π1 pXbq ˚ π1 pXcq −!
π1 pGq. The kernel is trivial. Hence we get two copies of Z isomorphic to three,
a contradiction.

Here is a politically charged example: the Hawaiin Earring. Let Cn be a
circle of radius 1

n centred at p1{n, 0q. Let

X “
ď

n

Cn

The space X is not the wedge of the earrings: the fundamental group of
the wedge of the cirlces is isomorphic to countable copies of Z whereas the
fundamental group ofX is uncountable. For each n, let rn : X −! Cn. Combine
these maps get a surjection

p : π1 pXq −! ΠnZ

on the space of all integer valued sequences. This space is uncountable.

30



To show that p is a surjection, let pk1, k2, ...q P ΠnZ. Build a loop based at

p that loops kn times around the n-th circle on the interval
”

1´ 1
n , 1´

1
n`1

ı

.

That is, for k1 “ 3, p loops around 3 times and C1 from
“

0, 1
2

‰

. This loop is
continuous path on r0, 1q. The original is going to contain all but finitely many

circles. That is, for n ě N ,
”

1´ 1
n`1 , 1

ı

Ă U pε; 0q. Thus, p is a surjection. p

is not an isomorphism since π1 pXq is not abelian. Let pn : π1 pXq −! ˚Z. A
non-abelian group cannot surject on to an abelian group.

5.2 Lens Spaces

These are 3-manifolds. That is, locally homeomorphic. Every point locally
looks like R3. N2 “ D2ˆS1, the solid torus and N1 “ S1ˆS1, the usual torus.
Both are not 3-manifolds, hence not Lens spaces because any point on N2 does
not give balls.

Let f : BN1 −! BN2. This is a homeomorphism. Let Lf “ N1 \ N2{ „

where x „ y if x P BN1, y P BN2 such that f pxq “ y. Lf is a 3-manifold.
Let Ai “ N ε

i , the ε neighborhood of Ni in Lf . Then, π1 pA1 XA2q » Z2

because A1 XA2 » T 2 ˆ I
By VKT,

π1 pLf q »
π1 pA1q ˚ π1 pA2q

A

i12 pwq pi21 pwqq
´1

: w P π1 pA1 XA2q

E

» xrw1s rw2s : i12 pwq “ i21 pwq @w P π1 pA1 XA2qy

Observe a curve w1 on the donut (see picture) can be homotoped into A1 X

A2. Thus, in π1 pLf q, rw1s “ rw2s
k

for some k P Z, making the group π1 pLf q is
cyclic. Let m1,m2 be arbitrary curves in N1 and N2 with m2 “ f pm1q. Then,
rm1s is trivial in π1 pN1q and hence trivial in π1 pLf q. Note that i12 rms “
rm1s P π1 pLf q and rm2s “ rw1s

m
“ C 121 rm1s for some m P Zz t0u and that

tresu “ rm1s “ rw2s
m

. Thus, π1 pLf q » xrw2s : rw2s
m
“ 1y » Zm. If m “ 0, the

curve is mapped to a meridian, giving us a cyclic group of infinite order.
Lf is the Lens space. Different homeomorphisms give us different Lens

Spaces. Certain homeomorphisms might give us homeomorphic Lens spaces,
which we will see in due time.

5.2.1 Classification of Lens Spaces

Given f1, f2 : T 2 −! T 2, when are Lf and L1f homeomorphic? That is, homo-
topy equivalent.

Again, T 2 » R2{Z2. What is the action of SL2 pZq. Note that SL2 pZq acts
on R2 and preserves integer vectors. That is, the action of SL2 pZq on Z2 gives
us Z2. All homeomorphisms arise from M : T 2 −! T 2, where M P SL2 pZq.
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For the previous example, let tm1, w1u be basis for first turns and let tm2, w2u

be basis for second turns. Then,

ˆ

a b
c d

˙ˆ

1
0

˙

“Mm1 “

ˆ

a
c

˙

“ a rm2s ` c rw2s

where rm2s is the meridian and rw2s is the longitude.

Theorem 40 Let

M “

ˆ

a b
c d

˙

and M 1 “

ˆ

a1 b1

c1 d1

˙

be matrices in SL2 pZq. Then, LM is homeomorphic to LM 1 if and only if c “ c1

and a “ ˘a1modc. LM is homotopy equivalent to LM 1 if and only if c “ c1 and
˘aa1 is a square in Z{cZ

Thus, we can denote LM “ L pc, aq since b and d play no role. Then,
L p7, 1q » L p7, 6q and L p7, 2q » L p7, 4q » L p7, 3q » L p7, 5q

L p1, 0q » S3 because S3zN1 » N2. L p0, 1q » S2 ˆ S1 and L p2, 1q » RP 3

(think of B3{x „ ´x. Drill a hole, say N2 (twisted torus). The remainder is
another torus. Paths move and come back.. hence closed curves!

5.3 CW Complexes again

Let X be a path connected space and let Y be the space obtained from X by
gluing a collection teαuαPC of 2-cells to X using attaching maps ϕα : S1 −! X.
Our goal is to compute π1 pY q in terms of π1 pXq and attaching maps, where
S1 “ Beα

A disc with two holes X, with fundamental group isomorphic to Z2, add
nipples to the holes. Path γ1.ϕ1.γ1 is null homotopic in Y whereas γ2.ϕ2.γ2 is
not (see picture).

In general, for any base point s0, in the domain of the attaching map S1, let
xα “ ϕα ps0q and let γα be a path in X from x0 to xα. Then, γα.ϕα.γα is null
homotopic in Y and the subgroup N “ xxγα.ϕα.γα : α P Cyy ď π1 pXq normally
generated by γα.ϕα.γα can give us a natural homomorphism i˚ : π1 pX,x0q ã−!
π1 pY, y0q. We will show that i˚ is a surjection with kernel N .

In order to show this, we prove a more general theorem.

Theorem 41 1. If Y is obtained from X by attaching a collection teαuαPC
of 2-cells, then the inclusion i˚ : π1 pX,x0q ã−! π1 pY, y0q is a surjection
with kernel N .

2. If Y is obtained from X by attaching a collection of n-cells teαuαPC with
n ą 2, then π1 pXq » π1 pY q

3. If X is a CW Complex, then π1 pXq » π1

`

Xp2q
˘
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What this says is that CW Complexes are low-dimensional tools. From 2
implies 3, we see that CW Complexes forget higher dimensional attachment of
n-cells.
Proof. Let Z be the space obtained from Y by attaching rectangles Sα » r0, 1sˆ
r0, 1s so that r0, 1s ˆ t0u is attached along γα and t1u ˆ r0, 1s is attached at xα
along a “radius” of eα. Z deformation retracts onto Y . Thus, π1 pZq » π1 pXq.
For each eα, we can choose yα P eα not on Sα. Let

A “ Zz
ď

α

tyαu and B “ ZzX

Then, A and B (a bunch of rectangles) are open and path connected. A de-
formation retracts onto X. B is contractible. Thus, π1 pAq » π1 pXq. A X B
deformation retracts onto

ł

α

γα.ϕα.γα

where ϕα “ Beα and so, π1 pAXBq “ xγα.ϕα.γα : α P Cy. By VKT, Φ : π1 pAq˚

π1 pBq −! π1 pZq with ker Φ “

A

iA pwq iB pwq
´1

: w P π1 pAXBq
E

. Note that

iB pwq
´1

» e because π1 pBq “ tresu and iA : π1 pAXBq −! π1 pAq and
iB : π1 pAXBq −! π1 pAq. Thus, ker Φ “ xiA pwqy “ N and so, i˚ : π1 pAq −!
π1 pZq is surjection with kernel N and so, i˚ : π1 pXq −! π1 pXq is a surjection
with kernel N .

For 2, Use the same decomposition as before. Observe that A X B is a
collection of punctured discs and so, deformation retracts to

ł

α

Sn´1

which has a trivial fundamental group and hence simply connected. By VKT,
i˚ : π1 pAq ˚ π1 pBq −! π1 pZq is an isomorphism because the intersection has a
trivial fundamental group (π1 pAq “ X, π1 pBq “ tresu , π1 pXq » π1 pY q)

For 3, use induction.
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